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ABSTRACT

This is a user's manual for the computer code for partitioning a centralized con-

troller into decentralized subcontrollers with applicability to Integrated Flight/

Propulsion Control (IFPC). Partitioning of a centralized controller into two sub-

controllers is described and the algorithm on which the code is based is discussed.

The algorithm uses parameter optimization of a cost function which is described

here. The major data structures and functions are described. Specific instructions

are given. The user is led through an example of an IFPC application.
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i. INTRODUCTION

Large interconnected systems such as the flight/propulsionsystems of modern aircraft

often exhibit significantcoupling between the various subsystems. One example of such

a system is the Short Take-Off and Landing (STOL) aircraftwherein the forces and mo-

ments generated by the propulsion system provide control and maneuvering capabilities

for the aircraftat low speeds. This strong coupling suggests that a centralized control

design be used, however, a centralizedcontrollerwhich isdesigned for the integrated plant

considering allthe interconnections between the flightand propulsion subsystems may be

of high order and may be difficultto implement and validate.Specifically,in aircraftdesign

it is the responsibilityof the engine manufacturer to ensure that the propulsion system

will provide the desired performance when installedin the aircraft. The engine manu-

facturer thus needs a separate engine controllerto be able to perform extensive testing

to assure adequate performance and integrityin the presence of operational and safety

limits.This requirement suggests the need for decentralizedimplementation of Integrated

Flight/Propulsion Control (IFPC) systems.

One approach to integrated control design which combines aspects of centralized and

decentralized control design approaches is currently being developed at the NASA Lewis

Research Center [1 ].This approach consistsof firstdesigning a centralizedcontroller,so

that allsubsystem interconnections are accounted for in the initialdesign stage, and then

partitioning the centralizedcontrollerinto separatelyimplementable decentralized subcon-

trollersfor individual subsystems. Here, partitioningmeans representing the high-order

centralizedcontrollerwith two or more lower order subcontrollerswhich have input/output

intercoupling such that the overallcontrol law obtained on assembling the subcontrollers

closelyapproximates the input/output behavior of the centralizedcontroller.

The computer code described in this user'smanual is designed specificallyfor IFPC

application and the notation and terminology used here reflectsthat application. The

software described here uses a parameter optimization method to match the performance

of a centralized controller with a partitioned controllerconsisting of two decentralized

subcontrollers for the flightand propulsion systems. This matching will be subject to

certain subsystem design requirements. The structure is shown in Fig. 1.1,with optional

feedback paths indicated by dotted lines.

In the decentralized,hierarchicalcontrollerpartitioning structure shown in Fig. I.I,
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Figure 1.1 Controller Partitioning

the subscripts and superscripts "a" and "e" refer to airframe and propulsion .(engine)

quantities, respectively, and the subscript "c" refers to commanded quantities. The inter-

face variables z= represent propulsion system quantities that affect the airframe, such as

propulsive forces and moments. The structure is hierarchical in that the airframe (flight)

controller produces commands for the engine controller via the interface variable (z=c)

which are tracked by the propulsion subsystem.

Such a control structure allows the engine manufacturer to evaluate the engine sub-

system performance independently of the airframe control and to verify that the engine

subsystem will provide the desired performance when installed in the airframe. In general

there are practical constraints on the achievable bandwidth of z_ tracking for the engine

subcontroller. A lower bound on the z= command tracking bandwidth is based on achiev-

ing the desired performance for the integrated system, while an upper bound is imposed

by actuator limits and robustness requirements to high frequency modeling uncertainties.

The software discussed here refers to the structure described above. The variables are

named according to the convention given above. The parameters in this optimization pro-

cess are entries in the state-space representations of the subcontrollers. These parameters

are bounded so as to maintain subcontroller (open-loop) stability. An assumption made

in the formulation is that the plant has no direct feedthrough from control inputs, i.e. the

plant "D" matrix iS zero. This simplifies the determination of the cost function and its

gradient.

One feature of the software is that the user may separately optimize the airframe
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controller for a fixed engine controller or optimize the engine controller for a fixed airframe

controller. The main alternative is to jointly optimize both although separate optimization

is demonstrated in the example.

This user's manual is organized as follows. Section 2 briefly describes the cost function

which is the objective to be minimized. The partitioning algorithm is described in section

3. There is also a brief description here of the interrelation among User-defined Functions

(UDFs) so the user who wishes to change the cost function or partitioning structure will

know which UDFs must be changed. Section 4 describes the data structures needed for

carrying out partitioning using the MATRIX x programming language. This section also

contains a description of the major data structures and variables used. Section 5 has a

brief outline of the procedure for using the software. Section 6 contains a detailed example

which exercises the algorithm showing applications of its options.

Appendix I contain a detailed discussion of the parameterization, the cost function and

the gradient evaluation as they are implemented in the software. Appendix II contains

short descriptions of the UDFs which implement the partitioning algorithm. Appendix III

contains fully-documented source code for partitioning. Appendix IV contains the data

file, INIT.DAT, and partitioned subcontrollers, [SKA_OPT, SKE_OPT] for the example in

section 6.



2. TIlE COST FUNCTION TO BE MINIMIZED

With reference to Figure 1.1, the partitioning problem can be stated as follows:

Given a centralized controller with transfer matrix K(s) and a specifi-

cation of the partitioning structure of controller inputs and outputs, i.e.

ea

Ue Ya

Ye

whereua ER k°, ue ER ke,ea ER "_°,y, ER l°,eeER'*" andye ERte;a

choice of in_erface variables z,a E R p'* ; a plant with transfer matrix G(s)

of the form

Za
[ G(s) ] with Y_

Ye

[] [ua]oe= uo and
He

(2.1)

find subcontrollers with stable transfer matrices K_(s) and Ke(s), i.e.

L1 ['1zea, =Ka(s) Ya Ye

where e,_ = zeao - Zea, SO that the closed-loop performance with the sub-

controllers closely matches that with the centralized controller within the

requirements of the subsystem.

The particular subsystem constraint for IFPC application is that the engine subcon-

troller K¢(s) should have the structure of a command tracking controller for the interface

variable commands z_,.

The cost function is formulated to reflect the difference between the centralized and

partitioned controllers. The state space representations of the subcontrollers Ka(s) and

/x'e(s) are parameterized and the cost function is minimized over those parameters denoted

as a vector p. The formulation of this parameterization is discussed in Appendix I. Sta-

bil]ty robustness may be achieved through the use of optional (user-provided) weighting

matrices and a normalization function in determining the partitioning cost. Specific details
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concerning the cost function, the parameters involved and the evaluation of the gradient

of the cost are contained in Appendix I.

The cost function f(p) is the sum of the performance cost, f0(P), and an additional

cost of tracking the airframe-to-engine commands, fl(P), f(P) - f0(P)+ fl(P).

The performance cost, f0, is the H_ norm of the weighted (and possibly normalized)

difference of transfer matrices for the centralized and partitioned controllers

(Wo(jW)(.K(jw)- I(-'(p)(jw))Wi(jw))] dw (2.2)

where K is the transfer matrix from the (;) inputs to the u outputs for the centralized

controller, and fx'(s) is the transfer matrix of an "equivalent" centralized controller (having

the same input/output structure as K) obtained by assembling the partitioned subcon-

trollers using appropriate plant information. Details of the state space representation for

_x'(s) are given in Appendix I.

We are using the H2 norm of the weighted difference between the transfer matrices

for the centralized controller and the equivalent heirarchically partitioned subcontrollers

as will be described in Appendix I. Since this difference must be strictly proper in order

to apply this norm, it is reasonable for the D matrices for the centralized and partitioned

controllers to be the same. Thus it may be desirable to fix the values of D,",, D_"_., D_,

and D_y. (as described in Appendix I) to values determined directly by the centralized

controller. This is one of the options available in "fixing the D-parameters".

Wi(jw) and Wo(jW) are optional input and output weighting matrices, NpERF(W) is

an optional scalar normalization function. For example, the weighting

Wi(s) = G(s)(I + K(s)G(s)) -1

has been shown by Dale Enns [ 2 ] to lead to stability robustness for the partitioned system

provided that the centralized system has this property. Other weighting and normalization

will be discussed with the example.

fl (P) is the cost of tracking the z_, command generated by the airframe subcontroller

for the engine subcontroller. This cost minimizes the difference between the transfer ma-

trices for the responses to the za, command of zCao using the partitioned controller and
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z_ using the centralized controller.

O0

f]tP) = E

0 i

T_/ent is the transfer function vector from the airframe commands za, to the ith interface

variable z_ i with the centralized controller. T''_ is the i th row of the transfer function

matrix T from the airframe commands za, to the interface variables as commanded by

the partitioned airframe controller, z_,, with the partitioned subcontrollers. ,_i is a scalar

weighting which determines the influence of fl on the total cost and NTRACKi(w) are (op-

tional) scalar normalization functions. I1.115denotes the Euclidean norm of the row vector.

= IIT'o tll to provide adequate scaling forHere, one may use the normalizations NTRACK i i

this cost. The parameters ,_i provide weighting for the contribution of the tracking cost to

the total cost. It was shown in [ 3 ] that manipulating ,ki provides an indirect means for

maintaining reasonable bounds on the z_, command tracking bandwidth.

It may be required that the engine subsystem be proper, a condition which would be

violated if D_ (described in Appendix I) is nonzero. As a result of the optimization

e -"process, De_ may become large. This possibility is removed by "fixing D¢_,_ 0" when

the option is presented while running the code.



3. THE PARTITIONING ALGORITIIM

AND ITS IMPLEMENTATION

The objective is to minimize the cost f(p) - f0(P) + f,(P) as described above where

the parameters p are certain entries in the state space representation matrices for K_(s)

and KC(s) (denoted SKA and SKE in the code).

The fixed data used by the algorithm are state-space representations for the plant

transfer matrix G(s), the centralized controller K(s), the (optional) weighting matrices

Wi(s) and Wo(s) (denoted as SP, SC, SWI and SWO respectively in the code), as well as

a partitioning structure for the numbers of controller inputs (airframe, MA; and engine,

ME), numbers of outputs (airframe, KA; and engine, KE), numbers of plant measurements

(airframe, LA; and engine, LE) and numbers of airframe to engine subcontrollers inter-

face variables (PEA). The control designer may also introduce normalization functions

(N_PERF and N_TRACK) for the performance and tracking costs. Examples of normal-

izations are given with the example in Section 6. The user must also enter values of the

tracking weight parameters hi which determine the relative contribution of fa to the total

cost.

The algorithm incorporates the Broyden-Fletcher-Shanno-Goldfarb (BFGS) quasi- New-

ton method to select directions of search for Fletcher's inaccurate linesearch, see [ 4 ]. This

iterative method requires the calculation of the combined cost and its gradient for the pa-

rameters p as referred to above. It uses successive gradients to build up an approximation

to the inverse Hessian matrix. Moreover, the inaccurate linesearch assures an adequate

reduction in the cost function at each step without using excessive effort searching for a

minimum far away from the ultimate solution. In this way, subsequent search steps are

successively closer to those generated by Newton's Method and convergence is accelerated

as the iterations proceed.

The flow of the parameter optimization algorithm for controller partitioning is shown

in Figure 3.1. The main steps in the algorithm are:

1. The initial partitioning is obtained by applying the stepwise procedure described in

[ 5 ]. Special attention is paid to obtaining reasonably low-order subcontrollers which

are stable and satisfy the z** command-tracking requirement. The initial state-space

representations for the transfer matrices Ka(s) and K_(s) are denoted as S_KA and
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Figure 3.1 Flowchart for Partitioning Optimization Algorithm

S__KE; note that these are different from the working representations SKA and SKE

described next.

2. The initial partitioning is converted to a "minimal parameter" form (with state-space

representations SKA and SKE respectively) and used to generate an initial value of

the parameter vector P_I. This form is described in Appendix I.

3. The initial (as well as any subsequent) value of the parameter vector is passed to a

function which determines the state-space representation for the equivalent partitioned

controller and calculates the combined cost, f (denoted FP in the code). The gradi-

ent (denoted as DFDP) is also computed analytically by the procedure described in

Appendix I.

4. The BFGS method uses the current gradient in conjunction with previous information

to generate a direction of search. The Fletcher inaccurate linesearch is carried out using

the cost and gradient calculated at each parameter vector to predict a new parameter

vector until one is found which yields a sufficient reduction in both the cost function

and the size of the gradient. The new point is denoted as P_I1. This linesearch is

constrained so as to maintain stability of the subcontrollers.
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5. At the end of the linesearch,the new parameter vector and cost (P._I1and FP__I1)are

compared to the valuesat the beginning of the linesearch(P..I and FP_I) as a checkon

convergence.If the maximum changein all the parameters is lessthan a user-specified

value and the change in the total cost is less than another value (MAX(P._I1-P.-I) <

EPSILON and ABS(FP_I1-FP--I) < DELTA) then convergenceis declared and the

iteration ceases.If in addition, the maximum absolutevalue of the partial derivatives

is lessthan a user-specifiedtolerance (ABS(DFDP) < ETA), this is alsonoted. If the

number of iterations exceedsITER or the function value is sufficiently reduced (FP

< FMIN), then the procedure stopswith an appropriate message.If the convergence

test fails, the algorithm proceeds to update the information used to determine the

direction of searchand to use the most recent cost and gradient valuesto generatea

new direction of searchand carry out the linesearchvia steps3. and 4.

6. The output of the algorithm is the state-spacerepresentation for subcontroUers(de-

noted SKA_OPT and SKE_OPT) which minimize the cost function f(p) within the

convergence criteria.

7. These subcontroller transfer matrices have the same orders na and n_ as the initial

partitioning. Controller reduction can be performed on these "optimal subcontrollers"

and the process of optimization can be repeated on the "new initial partitioning".

The algorithm is implemented in MATRIXx using a set of functions which are referred

to in MATRIXx parlance as User-Defined Functions (UDFs). A glossary of variables and

UDFs follows in Section 4. More complete descriptions of the UDFs appear in Appendix II

and an annotated version of the code appears in Appendix III. The flow of the MATRIXx

partitioning code as illustrated in Figure 3.2 follows:

a. The function START is called with i_put LAMBDA (required tracking cost weight

scalar or vector) and STOP (optional stopping criteria vector).

i. A file (INIT.DAT) is read to acquire the fixed data and initial partitioning (S_KA

and S_KE) referred to above along with a three dimensional vector (FRQ) which

gives the left and right end points as well as the number of logarithmically placed

points in the interval over which numerical integration takes place.

ii. START calls the routine MODL to put the initial partitioning into an appropriate
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Figure 3.2 Flowchart for the MATRIXx Partitioning Code

form to serve as a parameterization for the subcontrollers, i.e. SKA = MODL( S_.KA )

and SKE = MODL( S__KE ).

iii. The function LONGCOL transforms these state-space representations for the sub-

controllers into a parameter vector, i.e. P_I = LONGCOL( SKA, SKE ). This

function along with its "inverse" MAT ([ SKA, SKE ] = MAT( P_I )) are used

throughout the code to transform between state-space representations for subcon-

trollers and a parameter vector. START also determines constants which will be

used by the other functions and stores them in CONST.DAT .

iv. START then calls COST to calculate the initial cost (FP) and gradient (DFDP).

START calls PARTITIO with the convergence Criteria (STOP) as input. PARTITIO

is the main routine which

c. generates the search direction (DI),

d. calls the function INACCURATE which carries out Fletcher's inaccurate linesearch

(bracketing/sectioning) using cost function, F(PA+ALPHA*DI), and gradient values

generated by the function COST. While INACCURATE is running, the user will see

displayed first the bracketing interval (AL, ALPR) and function and derivative values

(FAL, FPALi FALPR, FPALPR) then the sectioning interval (A, B) and corresponding
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function and derivative values(FA, FPA; FB, FPB). These give the user somesense

of how rapidly the linesearchis progressing,but they can easily be removedfrom the

codeif desired.

e. Convergence/stoppingconditions are checkedby the function CONVERGE and steps

c. -- e. are repeated until they are satisfied. During thesemajor iterations, the last

twenty cost valuesare plotted.

f. The output of START is the final partitioning (SKA_OPT, SKE_OPT). At this point,

the program ends.

The usermay doa posteriori analysis such as order reduction on the subcontroller state-

space representations (SKA_OPT, SKE_OPT) and start the procedure again with new

data in the file INIT.DAT.

If the user wishes to modify the partitioning structure, changes will be necessary in the

START, COST, LONGCOL and MAT routines. Different constants must be calculated

and stored by START. Different formulations for the state space representation of K(s)

and T(s) must be coded in COST and new formulations for the gradient must be gener-

ated using the procedure described in Appendix I. Furthermore, the conversions between

[SKA,SKE] and p by LONGCOL and MAT must be rewritten.

If a different formulation of the cost function is used, then only the portion of the COST

UDF where the cost and gradient are computed must be changed. The algorithm requires

a gradient with each evaluation of the cost. The new gradient may be the most difficult

change to make.
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4. REFERENCE TO MAJOR DATA STRUCTURES AND VARIABLES

Most of the input to the program isprovided through the MATRIX x data fileINIT.DAT.

The following data structures are mandatory to the running of the program and must be

provided in INIT.DAT prior to running the program.

INIT.DAT -- Mandatory Data

SP, NP m the state space representation and the order for the integrated plant in

system matrix form

AP BP)SP = CP DP "

SC, NSC -- the state space system matrix for the centralized controller, and its order.

S..KA, NS..KA -- the state space system for an initial "guess" at the airframe controller,

and its order.

S_.KE, NS..KE -- the state space system for an initial "guess" at the engine controller

and its order.

PEA -- the number of interface variables from flight controller to the engine controller.

FRQ -- a vector of the form [FRQ(1);FRQ(2);FRQ(3)] where FRQ(3) logarithmically

placed frequency points over the interval FRQ(1) < w < FRQ(2) are used in the

numerical integration for determining the costs. The number of points must be

odd because of the numerical integration rule used.

The following data structures are optional and may be entered in INIT.DAT if desired.

Indexing rules of MATRIX x do not allow the index zero or empty vectors. Thus, if

some of the optional quantities are absent or have _'alue zero, the code will place dummy

variab/es in appropriate matrices and set corresponding size variables to nonzero quantities

(usually one).

INIT.DAT -- Optional Data _ if absent, the indicated default values are set by the code.

SWI, NWI -- state space system for input weighting of the difference between central-

ized and assembled partitioned controllers, and its order. If absent, the code sets

SWI = an identity matrix of size (MA + ME + LA + LE + 1) and NWI = 1.
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SWO, NWO w state spacesystem for output weighting of the difference between

centralized and assembledpartitioned controllers, and its order. If absent, t_he

code sets SWO = an identity matrix of size (KA + KE + 1) and NWO = 1.

LA -- number of integrated plant measurements to the airframe controller. I5 absent,

the code sets LA -- 1; appropriate zero entries are introduced in SP, SC, and SKA.

This allows [or the case where there are no measurements fed from the plant to the

a/rframe controller.

LE w number of integrated plant measurements to the engine controller. If absent,

the code sets LE - 1; appropriate zero entries are introduced in SP, SC, and SKE.

This allows for the case where there are no measurements fed from the plant to the

engine controller.

NPERF -- normalization vector of size (FRQ(3) x 1) for the performance cost. I[

absent, the code sets NPERF to a vector of ones.

NTRACK -- normalization matrix of size (FRQ(3) x PEA) for the tracking cost. /f

absent, the code sets NTRA CK to a matr/x of ones.

STABIL _ a necessarily negative parameter which is used to guarantee that all eigen-

values of the subcontrollers have negative real parts for stability. /f absent, the

code sets STABI"L -" -10 -9.

The major constants used within the code are created by the execution of START and

stored in the file CONST.DAT.

MA, ME _ number of airframe and engine controller inputs.

LA, LE _ number of integrated plant measurements to airframe and engine controllers.

KA, KE -- number of airframe and engine controller outputs.

PEA -- number of intermediate commands from airframe controller to engine con-

troller.

SP, NP -- state space system for the integrated plant, with its order.

S__KA, NS_KA -- state space system for the initial airframe controller (K a) in modified
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modal form (or in original form if the system is to be held fixed) along with its

order.

S..KE, NS..KE w state spacesystem for the initial engine controller (K e) in modificd

modal form (or in original form if the system is to be held fixed) along with its

order.

SK, NK w state spacesystem for centralized controller (K), with its order.

SG, NG -- state spacesystem for transfer matrix from z,o to z_ (Tcent) using the

centralized controller, with its order.

WEIGHT -- a vector containing weights to usewith Simpson's integration rule; de-

pends on FRQ(3) for the number of points at which integration is to take place.

OMEGA -- the vector of logarithmically placed frequency points at which sampling

is to be done; determined by FRQ.

AORE -- flag to indicate whether the airframe controller (1) or the enginecontroller

(2) or neither (0) is held fixed during the optimization process.

FIXD -- flag to indicate whether the 'D' matricesare held fixed; if FIXD = 0 none are

fixed, if FIXD = 1 or 2 the DAA, DAYA, DEE and DEYE are held fixed during the

optimization process and (if FIXD = 1) then DEEA and DEAE are variables or

(if FIXD = 2) then DEEA is set to a zero matrix and DEAE is a variable matrix;

if FIXD = 3 then only DEEA is set to a zero matrix and all the remaining D's

are variable matrices. In any case DAA, DAYA, DEE and DEYE are saved in

CONST.DAT.

STABIL _ a necessarily negative parameter which is used to guarantee that all eigen-

values of the subcontrollers have negative real parts for stability. If absent, the

code sets STABIL -- -10 -9.

The outputs of interest to the program are kept in the file INTER.DAT, which contains

a history of the optimization process and information which can be used to restart the

program (after a crash or after intentionally stopping it) if desired.

14



INTER.DAT contains

P._I-- the last point (parameter vector) that met the inaccurate linesearchminimiza-

tion criteria, that is, the i th point. P..I is a column vector consisting of the successive

a, fl values in the 2 x 2 blocks of A ° and A e, the successive columns of B_a after

the first, the successive columns of C a, the successive columns of D a correspond-

ing to the z,,,, outputs, the successive columns of B e after the fi.rst,.the successive

columns of C_, and the successive columns of D e corresponding to the e,a inputs in

this order. See Appendix I for a more complete discussion of the parameter vector

as it is related to the cost function.

,]H0 -- the complete history of the cost of partitioning through the i th iteration.

:IH1 -- the complete history of the cost of tracking through the ith iteration.

FH -- the complete history of the total cost, FP = FP0 + FP1 through the i th iteration.

GlZAD0 -- the gradient of the partitioning part of the cost function, f0, at the _th

iteration.

GRAD1 -- the gradient of the tracking part of the cost function, f0, at the i th iteration.

GRADI -- the total gradient of the cost function at the i th iteration.

LAMBDA -- the PEA xl vector which weights the contribution of the airframe to

engine command tracking cost in the total cost function.

HI -- the inverse Hessian matrix being used during the BFGS optimization process.

FX -- keeps track of which parameters corresponding to A a and A e are at the stability

bound.

Refer to the cost section of Appendix I for the structures of SP, SK, SKA, SKE and SG.
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5. INSTRUCTIONS TO THE USER

The following instructions are intended to be a quick introduction to the code. They

do not attempt to explain the details of what is occurring during the execution. More

thorough documentation of the MATRIXx functions is available in the documented code

contained in Appendix III.

• Use MATRIXx to construct the data file INIT.DAT described in the preceding section.

The initial approximation to the subcontroller state-space matrices S._KA and S_KE

can be produced by the procedure described in [ 5 ] or may come from a previous

application of the partitioning software. If any of the optional data are not present in

INIT.DAT then the code will produce the defaults indicated earlier.

Start MATRIXx and type

DEFINE 'START.MTX'

to activate the code. To execute START you must enter a value of LAMBDA, a weight-

ing of the tracking cost relative to the total cost. LAMBDA can be a PEA x 1 vector

whose entries individually weight the z_ output responses to the total zao inputs. If all

the weights are to be the same then a scalar may be entered. This variable emphasizes

the degree to which the tracking cost will affect the total cost.

Optionally, the vector STOP of stopping conditions can be defined.

STOP = [EPSL; DELTA; ETA; ITER; FMIN].

The program stops if the following criteria are met:

the maximum change in the parameters MAX(IPI-P--Ill) < EPSL and

the change in the cost ]FPI-FPI1] < DELTA and

the norm of the gradient ]DFDP_I] < ETA or

the number of major iterations I > ITER or

the cost FPI1 < FMIN

If STOP is not entered, the following values are set by the code

STOP = [EPSL; DELTA; ETA; ITER; FMIN] = [10-9; 10-9; 10-9; 100; 0.1].
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• Now the program canbe executedby entering

[SKA_OPT,SKE_OPT]=START(LAMBDA, STOP) or

[SKA_OPT,SKE_OPT]=START(LAMBDA).

The choiceof fixing the engine or airframe system matrices will be presented. If

neither is to be fixed (the usual choice)enter 0.

Various options for fixing the D-submatrices are presented. If none are to be fixed

enter 0 here.

During the linesearch procedure, the user will see function and derivative values

which indicate the progress of the search for a reduction in the function value.

After every major iteration of the program (starting from the second), a MATRIX x

graph is generated showing the costs (total, partitioning and tracking) for the last

twenty iterations.

• When the run ends, the output of START is the final optimized state-space represen-

tations for the subcontrollers SKA_OPT and SKE_OPT.

The data file INTER.DAT stores the history of the costs, the most recent parameter

vector, approximation to the inverse Hessian matrix and gradient. This information

can be used to see the progress of the algorithm, and to restart the program either

after a successful termination or after user interruption.

There is a routine called RESTART which is available for restarting from a system crash

or an intentional interruption. It uses the data stored in INTER.DAT and CONST.DAT

and allows the user to define new values of the tracking cost weight A, the stopping criteria

STOP, and/or a new inverse Hessian approximation.

• The inputs and outputs of the RESTART routine are similar to those for START.

There are three alternatives:

1) enter [SKA_OPT,SKE_OPT]=RESTART(LAMBDANEW) if all that is changed is

the LAMBDA weighting parameter or

2) enter [SKA_OPT,SKE_OPT]=RESTART(LAMBDANEW, STOP) if a change is

made in LAMBDA and/or STOP or

3) or enter [SKA_OPT,SKE_OPT]=RESTART(LAMBDANEW, STOP, 1) if a restart

with the identity matrix as the initial approximation to the inverse Hessian is

desired. Note that you must enter values of LAMBDANEW and STOP even if

they are the same as the previous LAMBDA and STOP.

17



The restarted program executes in the same way as before, with results stored in

the file INTER.DAT and the output of the program being the optimized state-space

representations SKA_OPT and SKE_OPT.
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6. EXAMPLE OF CONTROLLER PARTITIONING

STOL Example.

The controller partitioning software is first applied to a centralized flight/propulsion

controller for a STOL aircraft as was described in reference [ 6 ]. This controller has the

form u = K(s)e with the error vector e consisting of errors, e = [e_, %, eN2, eEpR] "r, in

following velocity (v), pitch rate variable (q_ = q + 0.18), engine fan speed (N2) and engine

pressure ratio (EPR) commands. The control input vector u consists of rates of change

of thrust vectoring angle, fuel flow, thrust, reverser port area and nozzle throat area, u =

[_STV, I_F, A78, AS] r. u consists of rates because integrators were appended to the control

inputs during the process of centralized control design to achieve zero steady-state error for

step commands. The partitioned airframe and engine controllers are desired to have inputs

ea = [e_,%] T and e, - [eN2,eEPR] T and outputs uo --i/STy] and ue - [ V_F, A78, A$] T

respectively. The interface variable z_ for this example is the single variable FEX, the

axial thrust generated by the propulsion system. An initial controller partitioning was

obtained using the procedure discussed in [ 5 ].

The numbers of airframe and propulsion subcontroller inputs are thus (MA=)2 and

(ME=)2 while the subcontrollers have (KA=)I and (KE=)3 outputs respectively. There is

(PEA=)1 interface variable and no direct measurements are fed back from the integrated

plant to the subcontrollers (LA and LE are absent from INIT.DAT since there are no

measurements).

State-space matrices for the integrated plant, SP of order (NP=)13, the centralized

controller, SC of order (NSC=)13 and initial partitioning, S__KA of order (NS_.KA=)10

and S_KE of order (NS_._KE=)7 are listed in Appendix IV.

The optimization is done over the frequency range w E [0.1,100] with 41 frequency

points (FRQ=[0.1; 100; 41]). The frequency weighting

= +

is used to achieve good performance matching as well as stability robustness for the equiva-

lent controller. The state-space representation for this weighting, SWI of order (NWI=)26,

is obtained from SP and SC. The tracking normalization, N_TRACK= ]lTcent(jw)]12_, is

used to scale the tracking cost. The state-space representation for Tcent(s) is constructed

as in expression (I.3) in Appendix I. Since LA and LE are absent, any blocks involving y,

or y, as either inputs or outputs are omitted. Notice that since PEA=l, Tcent is a lx MA

row vector. Neither output weighting (SWO) nor performance normalization (N_PERF)

were used.

All the necessary variables are stored in INIT.DAT.

The tracking weighting parameter LAMBDA is set to 0.05 and the stopping criteria

vector is defined as

STOP=[le-9;le-9;le-9;100;0.1].
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After defining the UDF START by entering
define 'START.MTX'

the program is started by entering
[SKA,SKE]=START(LAMBDA,STOP).

Respondto the question concerningfixing the engineor airframe by entering '0' to fix
neither as shown in Figure 6.1.

The '0' responseto the question concerning the D- matrices as shown in Figure 6.1

will fix none of these submatrices . The program now begins.

ENTER 1 TO FIX AIRFRAME, 2 TO FIX ENGINE or 0 FOR NEITHER: 0

ENTER 1 TO FIX ALL Ds EXCEPT DEAA & DEEA, 2 TO INCLUDE DEEA,

3 FOR ONLY DEEA, or 0 for NONE: 0

Figure 6.1 Screen After Responding to Questions

During a major iteration, the user will see values of AL, FAL, FPAL, ALPR, FALPR,

A, FA, FPA, B, FB and FPB displayed on the screen. These values result from calculations

during the linesearch as described in Step 4 of Section 3. In particular [AL, ALPR] is the

interval used in the "bracketing" phase of the linesearch and [A, B] is the interval used

during "sectioning". The function values ( and directional derivatives) at the endpoints of

these intervals are denoted by FAL, FALPR, FA, and FP (respectively FPAL, FPALPR,

FPA and FPB). The user can follow the progress of the linesearch by viewing the values

displayed on the screen as in Figure 6.2.
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AL

FAL

FPAL

ALPR

FALPR

FPALPR

7.5865D-09

4.9981D+01

6.7610D+08

0.

4.9737D+01

-6.1169D+08

A _._

0.

FA =

4.9737D+01

FPA =

-6.1169D+08

B =

7.5865D-09

FB =

4.9981D+01

FPB =

6.7610D+08

DURING BRACKETING DURING SECTIONING

Figure 6.2 Screen Display During the Linesearch

After the first linesearch succeeds the user will see a graphical display of the values

of the total, performance and tracking costs for the previous major iterations (after the

twentieth, only the last twenty are displayed). A typical screen is displayed in Figure 6.3.

After 100 iterations, SKA and SKE are returned. The convergence criteria were not all

met, rather the program stopped because the maximum number of iterations was reached.

Nonetheless, as wiU be seen by a posterioiri analysis, the resulting subcontrollers exhibited

good performance and tracking properties. The total cost history is shown in Figure 6.4.

The performance of the initial controller partitioning is evaluated in comparison with

that of the centralized controller by comparing closed-loop system response to step com-

mands in the controlled variables z.
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Figure 6.3 Screen Display Showing Total, Performance and Tracking Costs

The responses to q_c, /V2c and EPic with the initial as well as the optimized p_rti-
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Cost History for Controller Partitioning Optimization

tioned subcontrollers were comparable to those with the centralized controller so they are

not shown here. However, the responses to Vc, shown in Fig. 6.5, show considerable

degradation in terms of increased coupling in the N2 and EPR responses with the ini-

tim partitioned subcontrollers. This deficiency was overcome by the optimized partitioned

controllers as can be seen in Fig. 6.5. Note that all the quantities shown in Fig. 6.5 are

normalized, using scahngs discussed in [ 6 ], to allow a direct comparison of the various

response magnitudes. In addition, the response of FEX (the interface variable) to Vc using

partitioned subcontrollers was also comparable to that using the centralized controller as

is seen in Fig. 6.6.

Since the performance with the optimized subcontrollers is found to be acceptable,

an effort is made to reduce the orders of the subcontroliers. The engine subcontroller is

reduced to 4 th order by residualization of the three high frequency modes without any

loss of performance. Through the use of internally balanced reduction techniques [ 7 ],

the airframe subcontroller is reduced to 6 th order (from the original 10 th order) without

excessive mismatch in the controller transfer matrix characteristics as is seen from the
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Figure 6.5 Closed-Loop System Response to Step Velocity Command for Cen-

tralized Controller, Initial Partitioning and Optimized Partitioning
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Figure 6.6 FEX Response to Step Velocity Command for Centralized Controller

and Optimized Partitioning

full and reduced order airframe controller singular values comparison in Fig. 6.7. This

reduced order airframe subcontroller does, however, exhibit deterioration in closed-loop

performance in the V and qv response comparison plots for a step change in Tic as shown

in Fig. 6.8.

The reduced order subcontroUer state-space matrices are stored as S_KA (order NS_KA=6)

and S_KE (order NS_KE=4) in INIT.DAT and the program is started by entering

[SKA,SKE]=START(LAMBDA,STOP).

One should not use RESTART here since the CONST.DAT file will not contain data related

to the reduced order subcontroUers. Moreover, since the engine subcontroller is acceptable,

the optimization should take place over only the airframe subcontroller parameters. When

requested to enter a value to fix a subcontroller, enter '2' to fix the engine subcontroller.

The program will execute as before, generating optimal SKA and SKE (fixed to the

initial reduced order S_KE). The response obtained with the optimized reduced order air-

frame subcontroller for step Vc is shown in Fig. 6.8. Note that the optimized subcontroller
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10

== 1

L9

.1

.01 .1 1 10 100

Frequency (rad/s)

Figure 6.7 Singular Values of the Airframe Subcontroller for Optimized Parti-

tioning with _ = 0.05 -- Full (10) and Reduced (6) Orders

also provides improved tracking of the velocity command. The state-space matrix for the

optimized reduced order airframe subcontroller is listed in Appendix IV.
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Figure 6.8 Closed-Loop System Response to Step Velocity Command for Cen-

tralized Controller and Reduced Order Partition Subcontrollers -- Initial and

Optimized

For a discussion of the application of this code to the design of a decentralized controller

for a Short TakeOff and Vertical Landing (STOVL) aircraft, the user is referred to [ 8 ].

This application uses measurements from the integrated plant to the subcontrollers and

includes more than one interface variable. In addition, several different weighting matrices

are discussed in [ 8 ].
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The Parameters. Parameters in the optimization process are certain entries in state-space real-

izations of Ka(s) and Ke(s) as defined in the formula (I.1). The notation M_i is used throughout

to indicate the matrix M E {A, B, C, D} in the state-space realization of the system transfer matrix

s E {c,p,a,e) (c =centralized controller, p =plant, a =airframe subcontroller, e =engine subcon-

troller) with input i (respectively output o) E {p, a, e, eat,ca) (eac =interface variable commands,

[ ] . ( , ))[ ]u,, a (sI- A') -_ (B_ Ba_o) + D_,, D,,_. e,,

Y_

For the purposes of this software description, the corresponding state space matrices are written as

SKA= C_ D_, D_, and SKE= C**, D_= D_, D;v,

One consideration in choosing a parameterization is to introduce a "minimal" number of pa-

rameters in the optimization process. A real canonical form used in [ 9 ] served as the model for

our parameterization. The subcontroller system dynamics matrices A a and A" are represented as

block diagonal matrices with two.by.two real companion blocks of the form [ 0a _]. If the order

of either A _ or A _ is odd, there is also one diagonal real entry corresponding to a real eigenvalue.

In addition, a and /J are constrained to be negative in order to meet the requirement that sub-

controllers be stable. It should be noted that this form for the A matrices does not allow for a

Jordan block structure. However, since the matrices are obtained from a numerical process, it is

improbable that the "optimal" solution would need such a special structure.

In addition the first columns of each of the subcontrol]er input matrices B_a and B_ are fixed

at non-zero values determined as follows. State space representations for the initial partitioning

are not required to be in the canonical form described above. For each of them, a similarity
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transformation, T, is applied to the initial A matrix so that TAT -1 is in the proper form. If A is

an n x n matrix then there will be n degrees of freedom in the determination of T. Different T will

yield the same canonical TAT -_ but different transformed TB and CT -1 matrices. This implies

that there are actually n degrees of freedom in the determination of TB and CT -1 . We select a

simple T which is nonsingular and compute TB and CT -1 . We remove the degrees of freedom by

fixing the n entries in the first column of TB to their values or 10-9 if the corresponding value is

zero.

We are using the Hz norm of the weighted difference between the transfer matrices for the cen-

tralized controller and the equivalent heirarchically partitioned subcontrollers as will be described

below. Since this difference must be strictly proper in order to apply this norm, it is reasonable

for the D matrices for the centralized and partitioned controllers to be the same. Thus it may

be desirable to fix the values of D=a_, D**_., D_, and D_y, to values determined directly by the

centralized controller. This is one of the options available in "fixing the D-parameters'.

The parameters over which the optimization takes place are then the a and /3 entries in the

block canonical forms, the entries in all but the first columns of the matrices B_a and B_ and all

the entries in the matrices a C_,, D_=,a and D_. The parameter vector will be denoted
_¢¢1 '

as p E R N where N = n,,(k, + rn, + la + p,_) + he(k, + rne + le + pea) + p,,,(k,, +me); n, m, k,

and l refer respectively to the order, number of error inputs, number of outputs, and number of

direct measurements for a subcontroller and p_ refers to the number of interface variables. The

number of parameters depends not only on the total numbers of controller inputs and outputs and

interface variables which are fixed but also on the orders of the subcontrollers, n_ and n_. There

is thus a double incentive for keeping these orders low; not only to reduce the complexities of the

subcontrollers but also to accelerate the optimization algorithm whose performance depends on the

total number of parameters.

The Cost Function. The cost function is the sum of f0(P) as in (2.2) and fl(P) as in (2.3).

These involve the transfer matrices K(_), K(s), Tce.t(s), and T(s) which are described below.
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The parameters in the cost function are the entries in SKA and SKE as described in the previous

section. These parameters along with some fixed transfer matrices are used in the determination

of the traansfer matrices needed in the cost function.

State-space representations for the centralized controller transfer matrix, K(s), and the plant

transfer matrix, G(s_') = r c(s) 1
[Gm(s)], are given. Those for h'(s), Tc,nt(S) and :F(s) (shown in formulas

(I.2), (I.3) and (I.4) below).are constructed from the state-space representations of If(s), I{a(s),

K_(,), G_(,) and C(,).

The transfer matrix A:(s) which enters into the performance cost term f0(p) depends on K"(s)

and K_(s), and on the transfer submatrix of the plant from control inputs (u) to interface variables

ua] The block diagram in Fig. 1.1 shows the(z_), G_ : ,_ = C=,(,I- A')-' [ByoB;,] ue

specific interconnections accounted for in this transfer matrix. Note that ]((s) has the same inputs

and outputs as K(s) as described in (2.1).

A state-space realization for the equivalent partitioned controller K(s) = C(sI - ])-1 _ + _)

was shown in [10 ] to be ,q = [C /_]where

A a 0_ A •
p a p • a p e

[(Bv, C,a + Bv,D,_C,_._) By,C,,

B:. oB_mD&, a B_,
p a p • a p e(BvaDaa + BveD_,,D,_,, ) Bv_D,

* 0 ]_ [ Caa 0[D:..C£.= C,, "

D = [ D:a 0 D:_.

o ]-- e pB,..C,=v
_ _ • p

(A_ Bp,D,_C..v)J

p e a p a(Bv_D,_D,._°y ° + Bv, D_.)
0] 0.2)

The calculation of the tracking cost in (2.3) requires two transfer matrices, T¢,,t(s) and :F(s).

The norms of the rows of their difference measures the differences in response of the various possible

interface variables to airframe commands. Figure 1.2 is the block dia_am for T¢,,t(s) = ceent(sI -

Aeent) -1 B cent + D cent, the closed loop transfer matrix from airframe commands, zo°, to interface

variable quantities, z_,, produced by the engine using the centralized controller.
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Figure 1.1 Partitioned Controller

Note that in Figures 1.1, 1.2 and 1.3 a block of the form

/%. represents the block _ /

As is easily seen from Figure 1.2 the state-space representation for the centralized controller

transfer matrix Tcent (s) can be written in terms of the submatrices in the state-space representations

for K(s) and G(s),

c p ¢ p c p c p

B C B C +B C +Be C )

A ¢'"t = (BpoCacP_ + Bp, C_:)Pc A _' + B_a(-D_,C_p + m_oC_°p + D_,C_,_, + m_c_,p)|
+ B;_(-D_,C_p + D_°C;op + D_,C h + D_C_,p) J

B¢,,t= [ B_= ] C¢,,t = [O C:,] D¢,,t=0. (I.3)Bp=D°_

Figure1.3isthe block diagram forf(_) = C($I- A)-' B -}-D, the dosed loop transfermatrix

from airframe commands, z=,,to interfacevariablequantitiesproduced by the airframe subcon-

troller, z_, using the partitioned controller.
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Figure 1.2 z. response to za, using the centralized controller

._._ "Ye

Figure 1.3 z,_= response to z== using the partitioned controller
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The state space matrices for T(5) = C(sl-,_)-I/_÷ _ can be written in terms of the state-space

representations for Ka(s), Ke(s) and C(s) as

w ore
e G.4 Be..C_°.

a p • a[.Bp_ Co, + BpeD_C_,,

a p • a
BpeDaa + BpeDee_D_,°

C_l

a p a p -0 -BaaCap + B,,_C_.p

A e _p

p e ,AppBpeCe,

a p a0 -D_,.C._ + De_°_C_.p]

5=[D_°°]

(I.4)

• _ _ e p _ Re Da (_p e a p • pwhere ._p = (-B¢eCep C_C_,,_ ____,°,_,p+ Be_aDe_._.C_°p+ Be_.C_.p) and .4pp = (A p-

B_aDaaCPap_B_eDeeaDao..CPap-RP D E CP -_P D e CP +BP D a CP ÷RP D e D a CP +--pe--eea--eap --pe--ee--ep --pa--a_.--yop --pe--eea--ea.y°--yap

p e p
BpeDe_. C_.p).

It may be required that the engine subsystem be strictly proper, a condition which would be

violated if De_, is nonzero. As a result of the optimization process, D_. may become large. This

possibility is removed by "fixing D_. = 0" when the option is presented while running the code.

The total cost is evaluated for a particular parameter vector p (corresponding to particular

SKA and SKE) by applying Simpson's Rule for numerical integration to f0(p) + fl(P) over a

user defined logarithmically spaced frequency interval [wl,w2]. The expressions given above for

the state-space representations of K(s),f((s),Tcent(s) and :T(s) are used for calculating fo(P) and

A (P) according to formulas (2.2) and (2.3).

The Gradient of the Cost.

The performance cost f0(p) was defined in (2.2) as

_0(_)=j ---__..._I(Wo(i,- K(-_)),¥0"(.:(,.-- ,._)).._)]_
0
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where the explicit dependence of the integrand on w is suppressed for convenience.

Only K('-"p) depends on p so the derivative of f0(P) with respect to a parameter p of p is

i)fo(p)= / 1 tr[_p (":o(K - "_))Wi)" (Wo(K- ,(-_))W,)
0p NpERF

0

= -2 Ire NP_RFtr Wo(K- I_'_))Wi Wo 0 )W_ dw

0

Since K("p)(s) = C($I - 2) -1J_ + 5, the product rule for differentiation implies that

0/f(p)(s)

Op

Thus,

o/o(p)
Op

O0

/,_ =-2Re _tr[(Wo(K-I_'p))Wi)"
_PERF

0

Wo [_(j_z- 2)-, i] 5] [(jwI I¥i] dw

Using abbreviations for the system matrix given in (I.2) well as for the terms on the left and

right sides of the partial,

NpERF
wo [_(j_I- 2)-, z]

allows the derivative to be written as

010(p) = -2 Reft 0

Any particular parameter p of p is some jk th entry of some submatrix, denoted .Mol, relating

an input i to an output o of SKA (or SKE) as described in (I.1). Furthermore, p (as well as the

entiresubmatrixfl4ol) Occurs in one or more blocks of S = [_ J_]j_ as was described in (I.2).
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canbe thought of as consisting of blocks aligned in "columns" corresponding to the "inputs"

xa, xe, xp, eo, e,, y_, Ye and in "rows" corresponding to the "outputs" x_, x,, xp, u_, u,. Each

block of S is denoted as 13Ol where I is one of the "inputs" above and O is one of the "outputs".

Let Eo denote a column block matrix with the same number of rows as S, the same number of

columns as the dimension of the "output" O, with an identity matrix in the rows corresponding

to "output" O, and with zeros elsewhere. Let El r be a similar row block matrix corresponding to

the _input" I,

Eo --

01

01

I L ExT = [0
01

.0j

Using this notation, S can be written as

°'' 0 I 0 ... 0].

= E:E: E:o,E,T.
O I

In the partial derivative of S with respect to the p = .Moljk, every block of S is zero except

for the blocks containing p. Denote such a block as/3oi = £Oo3AoiTQx, where/2Oo denotes the

factor to the left of .Moi (if one exists, otherwise an identity) and TCix denotes the factor to the

right( similarly, an identity if .Moi is the rightmost factor); define both Loo = 0 and TQI = 0 if

Box does not contain .Mol. The partial of S with respect to p thus contains a term of the form

£.ooejekTTQi in the same place as the block/3oi. These contributions can be written as

O__S = _ E E° L °° e j e k T T_ iI E I T

Op o :

Thus the partial of the partitioning cost can be expressed as

0/0(p) -2 Re / tr L(w)
Op o x

Eof_.ooe.iekrT¢.ixEiT I R(w)]
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Note that L(w)Eo£ooej is a column vector and eJT_ilEiTR(w) is a row vector. Furthermore,

the trace of a column times a row is the dot product of the row and the column. Therefore,

Oo

0f0(p) _ -2 Re f __, E [(ekrT"QIExr R(w))(L(w)E°E°°ej)] dw.
Op o o z

To generate the partials with respect to all the parameters in .h4ol simultaneously, let j and k

vary over the row and column indicies respectively of the submatrix. Notice that varying the row

index j selects the jth column of the product L(w)Eo£oo, whereas varying the column index k

selects the k th row of 7_IIEITR(w).

A matrix containing the partial derivatives with respect to the entries of .h4o; located in each

entry's proper spot is thus obtained by replacing ej and ek by identity matrices and transposing

the result.
Oo

0f0(P_____)= -2 Re / _ __, [(_izEIT R(w))(L(w)Eo£oo)] T d_z
0A4 ol

0 O I

Note that only the terms in R(w)L(w) depend on w and thus the integration can be rewritten to

yield T

[: ]0f0(p) _ -2 Re _ TQIEI T [R(w)L(w)]d_. EoL:oo
O.Mol z

Ofo(p)
Finally, build two matrices denoted cOf°(P) and of the shapes of SKA and SKE (de-

0SKA (gSKE

scribed in (I.1)) respectively containing the partial derivatives of f0(P) with respect to the parame-

ters in SKA (respectively SKE) in the same positions as the corresponding parameters would occur.

CQ/o(P)cgf°(P) and
This is done so that in the software the gradient vector Can be produced from 0SKA _9SKE

by a call of the function LONGCOL (the same function which produces p from SKA and SKE).

To build these matrices, define the "row" and "column" block matrices E"i T and Eao relative

to the "inputs" i e {x_,ea,ya} and "outputs" o E {xc,Uo,Z_,) for the airframe controller state-

space system matrix SKA. As before Eao is a block column matrix with as many rows as SKA,

with an identity matrix of size equal to the dimension of the output o in the rows corresponding

to o and with zeros in the remaining rows. The matrices column block matrix Eeo and the row

block matrices Eal T, and Eel T are similarly defined. If we again denote the submatrices of SKA
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asNl°oi and those of SKE as A4%i, we can write

SKA = _ _ E"o.M"oiE°i T and SKE = _ _ Eeo.MeoiEei T.
o i o i

Notice that, as with S, the column and row block matrices merely position each fl4oi properly.

Thus, replacing .Moi by the corresponding block 0f0(p) in these formulas gives tile desired results
0Moi

Ofo(p) _o Ofo(P) E a T

o i

and

0k(p) of0(p) E ir-
o i

0f0(p) gives
Using the expression from above for Ofl4Oo-----_

ofo(p)
0SKA - 2 Re o_ i_. E0o T:_.ilEIT [R(w)L(w)]dw Eo£oo Eai T

T

[0i ]---2 Re _ _ _ E°i_ilEi T [R(w)L(w)ld_ Eof-.OoE"o T
i 0 I

The terms of the form EaiTQxEI T are independent of "outputs" o and O whereas those of the form

Eof_.ooEao T are independent of "inputs" i and I. Therefore the sums can be rearranged

T

I(: /10k(P) = --2 Re _ EaiT_iiEi T [R(w)L(w)]dw _ gOLOoEao T
0SKA I o

The sum _ _ Eai_-iIEI T represents a matrix with "inputs" I, the "inputs" of S, and with "out-
i I

puts" i, the "inputs" for SKA. This matrix has the submatrix 7_1I as the block in the rows corre-

sponding to i and the columns corresponding to I; denote this matrix as R a. Similarly the matrix

L ° = __, _, Eof..ooE°o T contains the submatrix £oo in its block with rows corresponding to the
o O

"output" O and with columns corresponding to SKA "outputs _ o.

ofo(p).
The following simple procedure can thus be used to determine OSK---'--_"

1. For each block Boi of S containing a submatrix A4aoi from SKA, determine the left and

right factors (or identity) £oo and glI of Maoi.
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2. Enter/:Oo in the appropriate block of L a and _1I in the appropriate block of R a.

OO

3. Calculate / R(w)L(w) d_ where
0

(wo(,,- ,_))w,)"L(_) = _Rr

• - A)-'B] W_

Wo [ C(jwI - _)-1 I ]

4. Form

0/o(p)
0SKA

= -2 Re

T

By a similar procedure

T

where L e and R e contain the left and right factors respectively of ,A4eol terms appearing in S.

It is easy to use the representation of S as given in (I.2) to calculate

[i° °ii0000001 0Bp_Dee=Ra= 0 0 I 0 0 0 and L°= B_= p •

0 0 0 0 I 0 I 0
0 D_

and

[iC,= 0 -C_p D_,= 0 D_,_. and L_=
| 0 0 0 0 I 0

0 0 0 0 0

0

0

0

I

The Tracking Cost

The tracking cost was given in (2.3) as

OO

fl(P) = . N÷aACK(W ) IIT_i,,t - Ti(p)[I _-
0

where the state space representations for Tce,t(_) and :_(s) are given in (I.3) and (I.4) respectively.
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This function can be put into a form which is similar to fo(p) so the same procedure for calcu-

lating the gradient applies. Each row of the difference is normalized before the sum of squares is cal-

culated. Note that the multiplication by non-negative A_ and division by non-negative N_RACK(_: )

could also be absorbed into the normalized sum of squares by the use of their square roots. Multi-

plication (or division) of rows by factors can also be achieved by multiplication from the left by a

diagonal matrix. The sum of squares of the row norms in the resulting product is the same as the

sum of squares of all the entries or the H_ norm of the diagonal weighted difference. In this case

/I(P) = tr diag N_RAC_:(_)
0

diag N_XRACK( )

As before, denote

T

diag \VN,[.RACK(W) ) [C(jwI - ._)-1 I ]

and apply the same procedure as earlier to write the partial derivatives as

0/_ (p)

OSKA
= -2 Re [i ° °[i°0 0 e0 -CV v I Rt(w)Lt(w)dw B_,_ BwD,_:

"_,.v o 0 I

T

and

_/I(P)

OSKE
= -2Re [o, o o lje p a p a 00

C_ 0 -C£v- D,_C_ v + D_.y.C_. r 0 D_, a Rt(w)Lt(w)dw

0 0 -CV, v 0 B_O_
0 0 C v 0 o

Y¢ P

This completes the discussion of the cost function and its gradient as implemented in this

software. If the user wishes to compute cost functions involving the H_ norm as used here, the user

must apply the procedure described above to determine the gradient.

T
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APPENDIX II

SHORT DESCRIPTIONS OF USER-DEFINED FUNCTIONS

START in START.MTX

[SKA_OPT,SKA_OPT] = START(LAMBDA, STOP)

Initializes information from data files, puts subcontrollers into modified modal form, constructs or

initializes some matrices required for the evaluation of the cost function. Calls COST to initialize

the costs and gradients and then calls PARTITION to perform the optimization.

INPUT

LAMBDA -- weightingfor the contributionofthe trackingcostto the totalcost.

STOP (optional)-- vectorof stopping conditions.

INIT.DAT -- data filecontaininginitialinformation.

OUTPUT

SKA_OPT -- the state-space representation of the optimized airframe subcontroller.

SKE_OPT -- the state-space representation of the optimized engine subcontroller.

CONST.DAT -- data file containing constants used by other UDFs.

PAR.DAT -- used to store the stopping conditions in STOP.

RESTART in RESTART.MTX

[SKA_OPT,SKA_OPT] = RESTART(LAMBDANEW, STOP, NEWH)

Restartsthe program using the data availablein INTER.DAT and CONST.DAT. CallsCOST to

initializethe costsand gradients,and then callsPARTITION to optimize.

INPUT

LAMBDANEW -- a new value of LAMBDA may allow a different emphasis on the tracking

cost relative to the total cost.
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STOP (optional) -- the vector of stopping conditions, same as in the START routine. It may

be redefined, perhaps to allow more stringent conditions or more iterations.

NEWH (optional) -- a flag whose presence indicates the desire for restart with identity inverse

Hessian. If restart with the current Hessian matrix is desired, no value should be passed.

CONST.DAT -- data file containing constants pertaining to the plant and global controller

being partitioned.

INTER.DAT m the data file in which intermediate results from previous iterations are stored.

OUTPUT

SKA_OPT -- the state-space representation of the optimized airframe subcontroller.

SKE_OPT -- the state-space representation of the optimized engine subcontroller.

PAR.DAT -- the data file in which the stopping conditions STOP are saved.

INTER.DAT -- the data file in which intermediate results are stored.

PARTITION in PARTITIO.MTX

pl = PARTITION(STOP)

This is the main routine and does the optimization. It iterates till some convergence or stopping

conditions are met. After each iteration a graph is plotted showing the change in costs. PARTI-

TION implements the Broyden-Fletcher-Goldfarb-Shanno method of determining a search direction

for minimization. It then calls the function INACCURATE to implement Fletcher's inaccurate line

search in that direction. The function CONVERGE is called to see if convergence or stopping

conditions are met; if not, the iteration in PARTITION is repeated.

INPUT

STOP -- the vector of stopping conditions, used to check convergence.

CONST.DAT -- the data file containing the constants of the program.

INTER.DAT -- the data file containing the intermediate results.

OUTPUT
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P_I -- the vector of parameters, after the ith optimization step.

INTER.DAT -- the data file containing the intermediate results, where the results of the

optimization are stored.

INACCURATE in LINESRCH.MTX

[ALl, FAL, FP0, FP1, DFDPAL, DFP0, DFP1, FLAG]

= INACCURATE (X, FZ, DFDPZ, D, FMIN, DELTAF, LAMBDA, ALPHAMAX)

This function performs Fletcher's inaccurate line search as part of the unconstrained optimization

performed by the function PARTITION. It calls the function COST to get the cost and gradient for

the cost function evaluated at the /th set of parameters. Effectively, INACCURATE seeks a point

where a sufficient decrease in both the function value and directional derivative have occurred.

INPUT

X m the currentpoint (parameter vector),beforethe linesearch.

FZ -- the totalcostfunctionevaluatedat X.

DFDPZ m the gradientofthe costfunctionevaluatedat X.

D -- the directionvectorwhich the PARTITION functionhas chosento perform the linesearch.

FMIN -- the minimum value for the costfunction. If the costfallsbelow thisvalue,the

functionwin terminate.

DELTAF -- the estimatedchange in cost.

LAMBDA _ the weightingforthe trackingcost.

ALPHAMAX -- maximum alpha,setby stabilityconstraints.

OUTPUT

ALI- the alpha value that yields sufficient reduction in F(X + alpha x D) for the ith iteration.

FAL _ the total cost function evaluated at X + AL x D.

FP0 -- the partitioning cost evaluated at X + AL x D.
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FP1 -- the tracking cost evaluated at X + AL x D.

DFDPAL -- the gradient of the total cost function evaluated at X + AL x D.

DFP0 -- the gradient of the partitioning cost at X + AL x D.

DFP1 -- the gradient of the tracking cost at X + AL x D.

FLAG -- an output flag signalling the condition with which INACCURATE completed.

0 -- solution found, no problems.

1 -- solution found, objective value less than FMIN.

2 -- new point found, but backeting step converged to right endpoint without satisfying

Armijo/Goldstein conditions.

COST in COST.MTX

[DF, DF0, DFI, FP, FP0, FPI] = COST (P,LAMBDA)

Evaluates the cost and gradient at the current point using the cost function described in Appendix I.

The state space representations for K(s) and :F(s) are constructed based on the current value of the

parameter P. The contributions of these to the costs f0 and ]'1 are calculated at each frequency point

in OMEGA and are added according to Simpson's Rule for numerical integration. Furthermore, the

contributions to the gradient as described in Appendix I are also accumulated for each frequency

in OMEGA.

INPUT

P -- the current point (parameter vector).

LAMBDA -- the weighting for the tracking cost.

CONST.DAT -- the data file containing the constants of the program.

OUTPUT

DF, DF0, DF1 -- the gradients of the total cost function, the partitioning cost function and

the tracking cost function respectively.

FP, FP0, FPi -- the values of the total cost function, the partitioning cost function and the
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tracking cost function respectively.

CONVERGE in CONVERGE.MTX

ANSWER = CONVERGE (X_I1, F_I1, X_I, F_I, GRAD, EPS, DEL, ETA)

This function checks if the convergence condition are met and returns a flag ANSWER defined as

0 if MAX [X_I1-X_I] >EPS or ]F_I1-F-I] >DEL
ANSWER = 1 if MAX [X-I1-X-II <EPS and IF_I1-F-I] <DEL but MAX ]GRAD I >_ETA

2 if MAX ]XJl-XII <EPS, IF-I1-F-II <DEL and MAX IGRAD[ <ETA

INPUT

X_I1 -- the value of the variable (parameter vector) at the (i + 1) th iteration.

F_I1 -- the value of the cost function at the (i + 1) th iteration.

X_I -- the value of the variable (parameter vector) at the /th iteration.

F_I -- the value of the cost function at the i th iteration.

GRAD -- the gradient of the cost function at the (i + 1) th iteration.

EPS -- the absolute tolerance for X differences.

DEL -- the absolute tolerence for cost function differences.

ETA -- the absolute tolerence for the gradient.

OUTPUT

ANSWER _ a flag indicating the state of convergence.

0 _ no convergence.

1 _ variable values converge, function values converge.

2 m variable values, function values, and gradient converge.

MODL in MODL.MTX

[SM]=MODL(S,NS)

This function takes a system matrix and puts it in to the form where A has 2 × 2 companion matrix

blocks whose first rows are [0 1] and whose second rows are [a b]. The transformation matrix is
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normalized by requiring that all nonzero entries in the first column of the B matrix remain fixed

(zero entries are set at 10-9).

INPUT

S -- the system matrix.

NS -- the order of the input matrix S.

OUTPUT

SM -- the system matrix in modified modal form, still having order NS.

MAT in PAKMAT.MTX

[SKA,SKE] = MAT(P)

Creates the system matrices for the airframe and the engine controllers from the parameter vector

(the variable over which the optimization process is being performed). In case one of the subsystems

is fixed, the corresponding initial system matrix is loaded from CONST.DAT and returned as SKA

or SKE.

INPUT

P -- the parameter vector.

CONST.DAT -- the data file of constants.

OUTPUT

SKA -- the system matrix for the airframe controller.

SKE -- the system matrix for the engine controller.

LONGCOL in PARVEC.MTX

[P] = LONGCOL(SKA,SKE)

This function generates the parameter vector from the system matrices for the airframe and the

engine. In case one of the subcontrollers iS fixed, the parameter vector corresponds only to the
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parameters in the other subcontroller.

INPUT

SKA -- the airframe controller.

SHE m the engine controller.

CONST.DAT -- the data file of constants.

OUTPUT

P -- the long column vector of the parameters.

Z in ZERO.MTX

[ZER] = Z(NROW, NCOL)

Constructs a matrix of zeros of size NROW x NCOL.

INPUT

NROW, NCOL -- the row and column size of the desired zero matrix.

OUTPUT

ZER -- the generated zero matrix.
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APPENDIX III

CONTROLLER PARTITIONING CODE
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The data file INIT.DAT corresponding to the example contains the following:

PEA = 1 -- number of interface variables

FRQ = [0.1; 100; 41] -- describes the frequency range of 41 points between 0.1 and 100

NP = 13 -- order of the integrated plant

NSC = 13 -- order of the centralized controller

NS_KA = 10 -- order of the airframe subcontroller

NS-KE = 7 _ order of the engine subcontroller

NWI = 26 -- order of the input weighting transfer matrix

NTRACK =

6.1823D - Ol
.°

o.

.°

°°

6.3153D- 01 6.4195D- 01 6.5131D- 01 6.6139D- 01 6.7411D- 01 ..-

6.9179D- 01 7.1732D- 01 7.5413D- 01 8.0582D- 01 8.7492D- 01..-

9.6037D- 01 1.0534D+00 1.1326D+ 00 1.1646D+ 00 i.1194D +00...

9.9744D- 01 8.3547D- 01 6.8055D- 01 5.6432D- 01 4.9513D- 01-.-

4.6326D - 01 4.5302D- 01 4.5255D- 01 4.5595D - 01 4.6188D - 01 --.

4.7282D - 01 4.9653D - 01 5.5002D - 01 6.6494D- 01 8.9018D - 01 -.-

1.2933D + 00 1.9711D + 00 3.0733D + 00 4.8371D + 00 7.6375D + 00---T
1

1.2067D+01 1.9074D+01 3.0171D+ 01 4.7762D+ 01 7.5645D+01 [
J

-- 41 x 1 vector of tracking weights (The size of NTRACK is FRQ(3) x PEA.)

SP (listed below) _ state-space matrix for the integrated plant transfer matrix

SC (listed below) -- state-space matrix for the centralized controller transfer matrix

S_KA (listed below) -- state-space matrix for the initial airframe subcontroller transfer matrix

S..KE (listed below) -- state-space matrix for the initial engine subcontroller transfer matrix

SWI (described below) -- state-space matrix for the input weighting transfer matrix transfer matrix

The data matrices and initial partitioning matrices for the controller partitioning example are listed below. In all cases

the given matrices A, B, C and D correspond to the state-space representation of the given system or subsystem

dx

= Ax+By
dt

u = Cx + Dy.

The state-space matrix for this system is S where S = [C
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AP -

lAP BP] whereThe integrated airframe propulsion system with integrator augmentation is represented by SP = CP DP

•_4.40E-_ 3.60E -_ -3.85E +1 -3.18E +l
_2.27E -1 -4.46E -l 1.94E +_ -4.59E +°
_3.09E -3 1.51E -_ -1.94E -1 -4.81E -4

0 0 1.00E +° 0
1.42E -1 -9.89E -1 0 2.00E +2
7.78E -1 1.54E -1 0 0
1.51E -1 3.00E -2 0 0
7.93E -1 1.57E -1 0 0

-1.00E -1 -1.99E -2 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

1.40E -2 3.14E -4 2 -59E-4 3.81E-2
5.19E -4 -1.57E -5 -2.10E -6 1.82E -4
2.56E -s 9.46E -7 3.74E -_ 3.66E -_

0 0 0 0
0 0 0 0

_8.48E -2 -4.19E +° 6.02E +° -3.43E +_

-1.65E -2
-3.50E -1

1.09E -2
0
0
0
0

2.25E -3
-2.95E -6
2.67E -_

0
0

1.16E +1
... 1.03E +1

8.47E -1
-1.06E +°

0
0
0
0

4.26E -1 -5.70E +° 2.71E +1
2.29E -1 1.15E -1 -9.02E +1
3.74E -2 -I.03E -1 -7.95E +°

0 0 0
0 0 0
0 0 0
0 0 0

1.71E -_ -1.02E +1 6.91E +° -4.1SE -3"
6.17E -s -1.46E -2 7.10E -3 -5A5E +°
2.75E -4 5.33E -3 -8.38E -3 -7.97E -1

0 0 0 0

0 0 0 0
7.34E +2 0 0 0
2.68E +: 0 0 0
9.06E +_ -2.15E +3 -2.58E +3 0

8.21E +2 0 0 0
-1.00E -2 0 0 0

0 -1.00E -2 0 0
0 0 -1.00E -_ 0
0 0 0 -1.00E -_"

BP =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

0 0 0 0
0 0 0 0
0 0 0 0
0 1.00E +° 0 0
0 0 1.00E +° 0
0 0 0 1.00E +_

1.00E +° 0 0 0

DP =   ooo]0 0 0

0 0 0
0 0 0

CP -

9.70E -3 0 0
0 1.71E +1 1.71E +°
0 0 0
0 0 0

2.40E -5 0 0

0 0 0 0
0 0 0 0
0 1.74E -3 0 0 -..
0 0 0 2.04E -1

1.20E -3 3.45E -s 2.31E -5 3.15E -z

0 0 0 0
0 0 0 0

• -- 0 0 0 0
0 0 0 0

1.92E -4 1.47E -3 -8.53E -1 5.68E -1

o]
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The augmented plant state variables are

x = [u, w, q, O, h, N2R, N25, P6, T41B, 6TV, WF, A78, AS]

where

u = aircraft body axis forward velocity, ft/s

w = aircraft body axis vertical velocity, ft/s

q = aircraft pitch rate, rad/s

0 : pitch attitude, deg

h = altitude, ft

N2R = engine fan speed, rpm

N25 = core compressor speed, rpm

P6 = engine mixing plane pressure, psia

T41B = engine high pressure turbine blade temperature, o R

&rv = normalized thrust vectoring angle, deg/10

WF = normalized engine main burner fuel flow rate, lb m/hr/500

A78 = normalized thrust reverser port area, in_/50

A8 = normalized main nozzle throat area, in2/100.

The augmented plant outputs are listed in the order ze
Z_a

V = normalized aircraft speed, ft/s/20

q_ = normalized pitch variable, (q(deg/s)+O.lO(deg))/3

N2 = normalized engine fan speed, % of maximum allowable rpm at operating condition/5

EPR = normalized engine pressure ratio, ratio/0.3

The augmented plant inputs are the rates of change on normalized control variables as described in the text.
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AC BC] whereThe centralized controller has state-space representation SC = CC DC

AC =

_1.23E+O _2.00E-_ 3.63E +1 -2.43E +1 1.40E -2 -4.41E -4 2.59E -4 -5-38E-_

_3.21E -_ -4.07E -1 -5.53E +1 -2.96E +1 5.19E -4 1.59E -s -2.10E -6 1.21E -_

_2.89E -3 1.52E -2 -6.49E +° -6.30E -1 2.56E -5 1.08E -6 3.74E -7 -8.20E -6

3.75E-S 7.43E-6 -1.34E -_ -1.01E -1 0 -1.80E -7 0 4.50E -5

_4.36E-1 _l.10E+O 2.02E +1 2.02E +_ 0 1.05E -4 0 3.17E -3

1.86E -1 3.70E -2 1.14E +1 1.14E +° -8.48E -2 -7.78E +° 6.02E +° -2.20E +2

_1.78E -1 -3.53E -2 1.07E +° 1.07E -1 -1.65E -2 -9.61E -1 -5.70E +° -2.47E +1 ...

7.88E -1 1.56E -1 -2.86E -1 -2.86E -2 -3.50E -1 2.38E -1 1.15E -1 -9.87E +1

_2.46E -1 -4.88E -2 -1.26E +° -1.26E -1 1.09E -2 -7.49E -1 -'l.03E -_ -2.86E +1

-1.32E -1 1.00E +° 1.73E +3 1.73E +2 1.79E -3 2.70E -5 8.48E -6 -8.94E -4

_3.77E -2 -7.60E -3 -4.04E -1 7.47E "_ 1.76E -_ -1.09E -1 -6.16E -_ -2.72E -1
3.80E +o 7.08E -1 -2.26E +1 -2.41E +1 -9.57E -3 -1.1BE -_ -1.24E -3 8.23E +°

_3.06E+O _5.68E-1 1.96E+1 2.00E +1 -3.12E -2 -1.39E -2 -1.29E -3 9.88E +°

2.25E -3 -4.18E -3 1.71E -1 -1.02E +1 6.91E +°

_2.95E -_ -5.45E +° 6.17E -s -1.46E -_ 7.10E -_

2.67E -6 -7.97E -1 2.75E -4 5.33E -3 -8.38E -3

0 0 0 0 0

0 0 0 0 0

1.16E +1 0 7.34E +2 0 0

• -- 1.03E +1 0 2.68E +_ 0 0

8.47E -1 0 9.06E +_ -2-15E +3 -2.58E+3

-1.06E +° 0 8.21E +2 0 0

9.44E --_ -5.24E +1 1.06E -2 4.16E -1 -3.58E -1
_2.14E -1 1.06E -2 -2.33E +1 3.64E +° 4.31E +°

2.76E -2 4.16E -1 3.64E +° -1.25E +2 -1.37E +-_

3.27E -2 -3.58E -1 4.31E +° -1.37E +2 -1.76E +-_

BC =

2.43E +1 -4.36E +° 4.33E -1 4.51E -1

-3.99E +o 1.45E +1 -1.81E -2 -5.07E -3

_4.13E --_ 3.66E -1 -7.81E -_ 2.19E -4

-7.66E -_ 5.89E -_ 1.03E -_ -2.20E -_

1.18E +_ -1.17E +° -6.02E -_ -1.55E -_

1.20E +_ -6.68E -_ 2.05E +_ -6.00E +:

6.74E +o -6.23E -_ 7.95E +_ 2.54E +:

1.08E -_ 1.66E -_ -5.12E +° 4.16E +_

2.97E +o 7.34E -_ 4.50E +_ 1.01E +_

-1.55E -_ -1.24E +° 1.74E -_ 9.36E -_
1.05E -_ 6.63E -_ 1.16E +_ 4.47E -_

_9.50E -_ 1.1BE -_ 2.94E -_ -7.46E -_

7.96E -_ -9.98E -_ 3.36E -_ -8.97E -_.

DC = 0 0
0 0

0 0

CC =

1.40E -1 -1.00E +° -1.71E +_ -1.71E +_ -1.79E -3 -3.01E -_ -8.48E -_ 7.03E -_

[3.72E -_ 7.50E -_ 3.93E -_ -7.58E -2 -1.76E -3 1.07E -_ 6.16E -_ 1.81E -_
_3.76E +_ -6.99E -_ 2.05E +_ 2.39E +_ 9.57E -3 1.12E -_- 1.24E -_ -8.08E +° -'"

3.02E +o 5.60E -_ -1.79E +_ -1.98E +_ 3.12E -_ 1.33E -_ 1.29E -3 -9.70E +°

_9.44E -_ 5.24E +_ -1.06E -2 -4.16E -_ 3.58E -_

2.14E -_ -1.06E-'- 2.33E +_ -3.64E +° -4-31E+°

• "- _2.76E-_ -4.16E -_ -3.64E +° 1.25E +-_ 1.37E +_

_3.27E -_ 3.58E -_ -4.31E +° 1.37E +_ 1.76E +2
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A_KA B_KA]Theinitial partitioning consisted of the airframe controller with representation S_KA = C..KA D_KAJ of order 10

[A_E B_KE]
and an engine controller with representation S_KE = [C_KE D_KEJ of order 7. The initial partitioning was obtained by

the procedure of reference [ 2 ]. This partitioning is not in the minimal parameter form. The submatrices in the initial

partitioning are:

A_KA --

_5.87E +1 -4.14E +1 1.71E +°

4.14E +1 -7.77E -2 6.28E -2

_1.63E +o 5.71E -2 -5.76E -1

0 0 0

0 0 0
0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

-1.21E +1 -8.59E +° 3.37E -1 1.36E -1

8.55E +° -1.75E -2 1.38E -2 5.33E -3
_2.16E -2 -5.98E -3 -3.88E -2 -1.95E -1 ""

_1.22E -2 1.96E -3 1.95E -1 -7.55E -3

6.95E -_ -9.91E -3 -1.98E -1 4.26E -2

_7.86E -2 4.73E -3 2.83E -2 -1.34E -2

1.14E +s 4.13E +1 -1.58E +1 -6.42E +°

0 0 0

0 0 0

0 0 0

-5.52E -1 1.44E -1 0

-2.18E -_ 5.76E -3 0

"'" 1.98E -1 -3.37E -_ 0

4.28E -2 -1.57E -_ 0

-2.87E -1 1.45E -1 0
1.28E -1 -4.61E -1 0

2.60E +1 -6.80E +° -1.00E -2

B_KA -

2.90E -1 -2.68E +1

9.67E -2 9.22E -1
1.19E -1 -3.63E -1

1.13E +3 -1.04E +_

-3.66E +1 1.90E +1

1.51E +° 1.58E +1

-3.36E -1 -6.41E +°

-3.35E -1 2.59E +1

3.16E +o -6.02E +°

0 0

D-KA = [ 0

and

AgE=

C-KA= [2"68: +_ 9"27E-_-3"$3E-100000000 0 0 0 0 0 0 1.00E-40 ]

-_3.50E +2 5.11E +1

_5.30E +1 -1.75E -2

0 0

0 0

0 0
0 0

0 0

0 0 0 0 0

0 0 0 0 0

_1.67E -1 -1.90E +1 -1.04E +° -4.51E -1 2.83E -1

1.73E +1 -2.02E +I -1.06E +1 -1.03E +° -6.57E -_

1.17E +o -1.06E +1 -1.92E +1 1.89E +1 -2.99E +1

_5.29E +o 1.41E +1 1.03E +_ -3.59E +_ 2.50E +2

_8.39E -1 5.67E +° 3.56E +1 -2.46E +2 -2.07E +1

7O



B_KE =

-8.66E +1 0 0
-5.94E -1 0 0

0 1.69E -_ -1.83E +°
0 -1.91E +1 7.38E -1
0 -5.75E +° 5.45E +°
0 5.49E +° -2.93E +1
0 2.51E +° -4.48E +°.

[oo!]D_KE = 0 0
0 0

C_E=
-4.12E 1 -1.44E -1 -1.81E +° -1.91E +l -5 .61E+° -1.45E+° 4-77E-11
7.47E +1 1.45E -1 1.86E -1 -6.92E -1 -3.67E +° 1.91E +1 -3.44E +° J

_4.37E +1 5.58E -1 2.15E -1 -9.85E -1 -4.22E +° 2.28E +I -3.79E +°

Recall that the input weighting transfer matrix is Wi(s) = G(s)(I+K(s)G(s)) -_ where G(s) and K(s) are the integrated

plant and centralized controller transfer matrices respectively. The state-space representation for this transfer matrix is too

large to list. Instead, the user can easily construct it from the following MATRIXx command applied to the state space

matrices for the integrated plant and the centralized coptroller

[SWI,NWI]=FEEDBACK(SC,NSC,SP,NP).

Notice that this command also produces the correct value for NWI, the order of the weighting transfer matrix.

The parameter optimization algorithm for controller partitioning was applied to the problem with the initial partitioning

given by S_KA and S..KE as listed above and with input weighting SWI as described above. The controllers obtained from

this process had state-space representations SKA_OPT for the airframe and SKE_OPT for the engine where, as before

0 1.00E +° 0 0 0
-4.43E -2 -3.15E -I 0 0 0

0 0 0 1.00E +° 0
0 0 -7.28E +1 -1.12E +1 0
0 0 0 0 0
0 0 0 0 -1.72E +3
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

0 0 0 0 0

A_A_OPT =

0 0
0 0
0 0
0 0

1.00E +° 0
-5.91E +1 0

0 0
0 - 1.00E -5

0 0
0 0

0 0
0 0
0 0
0 0
0 0
0 0

1.00E +° 0
-3.41E +° 0

0 0
0 -9.96E -3

0
0
0
0
0
0
0

0
1.00E +°

-1.99E -1 .
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B_A_OPT -

._3.67E-3 -5.45E +3"

-1.24E -_ 1.60E +3
1.31E +s -9.08E +3

8.50E +4 -2.58E +4

_4.23E -I 2.03E +I

_6.84E+ o 9.54E +2

1.03E +4 -I.84E +3

-2.11E +; 4.55E +2

2.14E -I 6.51E +3

_7.97E -_ -6.50E +2

[ 182E-'
D.A_OPT = [8.98E_4

[-3.86E -s
C._A_OPT = [ 2.49E-4

_l.06E -4 -4.69E -s -5.57E -6 -9.82E +°

2.03E -s 1.91E -6 -1.28E -5 -2.99E-3

_5.41E -I -1.85E -6

2.17E -4 7.65E -_ --"

4.09E -4 6.44E -2

• -- _2.63E-4 -1.59E -2

The optimized engine controller has state-space representation

A_E_OPT =

0 1.00E +° 0

-2.12E +2 -1.65E +1 0

0 0 0
0 0 -7.15E +4

0 0 0
0 0 0

0 0 0

0 0 0 0

0 0 0 0

1.00E +° 0 0 0

-3.89E +2 0 0 0

0 0 1.00E +° 0

0 -1.20E +2 -2.35E +1 0
0 0 0 -3.41E +2

B_E_OPT =

1.00E -_ -2.53E +1 5.04E +°"

1.00E -9 9.38E +1 -7.78E +1

1.00E -9 3.75E +° -1.56E +1

1.00E -9 1.67E +3 -7-69E+3

1.32E +1 -1.35E +1 2.95E +°
-1.05E +_ 1.94E +2 -4-60E+1

8.96E +1 -3.56E -1 8.92E -2

C_E_OPT =

5"82E- 1 1.72E +° 1.41E-2_
D_E_OPT = -2.04E +° 1.48E +° 1.10E -1[

6.64E +° -6.93E -1 1.03E-2J

_4.65E o -1.07E +° -1.42E -1 -9.50E -4 2.52E +1 3.36E +° 5.68E -1"

1.97E+O 1.44E-1 8.80E+O 5.88E -2 2.14E +1 1.46E +° -7.44E +1

_1.62E +o -1.10E -1 1.01E +1 6.27E -2 -1.92E +_ -1.37E +° 4.47E +1

Residualization of high frequency modes was applied to the optimized engine controller to reduce it to one with order 4

(not shown here because it is easily obtained). Balanced model reduction was applied to the optimized airframe controller

to reduce it to one of order 6. The optimization procedure was applied to this sixth order subcontroller with the engine

controller fixed at the one of fourth order. The resulting reduced order optimized airframe subcontroller is

SI_Ared =

0 1.00E +° 0 0 0 0

_2.84E +0 -4.39E +1 0 0 0 0

0 0 0 1.00E +° 0 0

0 0 -1.71E +3 -6.19E +1 0 0

0 0 0 0 0 1.00E +°

0 0 0 0 -_ .92E+1 -1.18E+1
_1.87E -1 -7.05E +° 7.83E +° 7.95E -1 3.43E +1 1.28E +°

_1.95E +o 1.40E +1 2.99E -2 8.66E -4 -8.63E +° -2.28E +°

_2.81E -1 8.98E -2"

_1.39E -_- 1.18E -1
1.29E +° -5.50E +°

_1.53E +1 -9.18E +2

1.38E +0 -1.20E -1

_5.03E +° 5.95E -1
_3.24E +o 5.62E -1

1.60E -3 -2.25E -3
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